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Abstract. This paper presents an idea and first results of sentence
modality classifier for Czech based purely on intonational information.
This is in contrast with other studies which usually use more features
(including lexical features) for this type of classification. As the sentence
melody (intonation) is the most important feature, all the experiments
were done on an annotated sample of Czech audiobooks library recorded
by Czech leading actors. A non-linear model implemented by artificial
neural network (ANN) was chosen for the classification. Two types of
ANN are considered in this work in terms of temporal pattern classifi-
cations - classical multi-layer perceptron (MLP) network and Elman’s
network, results for MLP are presented. Pre-processing of temporal in-
tonational patterns for use as ANN inputs is discussed. Results show
that questions are very often misclassified as statements and exclama-
tion marks are not detectable in current data set.

Keywords: sentence modality, intonation, temporal pattern classifica-
tion, non-linear model, neural network.

1 Introduction

Prosodic information is still not sufficiently used in today’s automatic speech
recognition (ASR) systems. One possibility how to use prosodic information is
to create the punctuation detection module. This work can be viewed as a basic
feasibility study of prosodic ”standalone” automatic punctuation detector for
Czech language. “Standalone“ property means that the module can be almost
independent on hosting ASR system, because the punctuation detector will not
use any of the information provided by ASR (recognized words and its bound-
aries, aligned phonemes durations, etc.) and will operate directly on raw acoustic
data.

There are several studies dealing with punctuation detection. The first of
these studies used only lexical information by building 3-gram language model
[1] (and recently [2] with dynamic conditional random fields approach), others
also utilized acoustic information [3], when acoustic baseforms for silence and
breath were created and punctuation marks were then considered to be regular
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words and added to the dictionary. [4] investigated that pitch change and pause
duration is highly correlated with position of punctuation marks and that F0 is
canonical for questions and used CART-style decision trees for prosodic features
modelling. In [5] a detection of three basic punctuation marks was studied with
combination of lexical and prosodic information. Punctuation was generated si-
multaneously with ASR output while the ASR hypothesis was re-scored based
on prosodic features. Ends of words are considered as the best punctuation can-
didates. For this reason, all the prosodic features were computed near the word
ends and in two time windows of length 0.2s before and after this point. The
prosody model alone gives better results than the lexical one alone, but best
results were achieved by their combination. Authors also mentioned comple-
mentarity of prosodic and lexical information for automatic punctuation task.
Combination of prosodic and lexical features also appeared in [6] where punctu-
ation process was seen as word based tagging task. Pitch features were extracted
from a regression line over whole preceding word. Authors also mentioned evalu-
ation metric issues and except for Precision and Recall (P&R, F-measure), they
also used Slot Error Ratio (SER) as well. Language model in combination with
prosody model reduces P&R and SER, especially with the pause model for full-
stop detection. Maximum entropy model was presented for punctuation task as a
natural way for incorporating both lexical and prosodic features in [7], but only
pause durations were used as prosodic features. Lexical-based models performed
much better then pause-based models which is in contrast to the other former
studies. Work [8] presents approach for punctuation based only on prosody when
utilizing only two most important prosodic attributes: F0 and energy. Method
for interpolating and decomposing the fundamental frequency is suggested and
detectors underlying Gaussian distribution classifiers were trained and tested.
[9] continues in the idea and claims that interrogative sentences can be recog-
nized by F0 (intonation) only and about 70% of declarative sentences can be
recognized by F0 and energy.

A closely related task to the automatic punctuation is sentence boundary
detection which is discussed in [10], where a pause duration model outperforms
language model alone. Again, the best results are achieved by combining them.

The problem of detecting patterns in time series is also widely discussed and
deals mainly with the time and amplitude variability of the observed patterns.
There are studies that try to appropriately pre-process the time series in the
scope of a sliding window and than run matching algorithm to compute distance
from the searched patterns in defined metrics [11,12]. On the other hand, an
artificial neural network (ANN) approach for finding patterns in time series was
also developed in the past, especially by Elman [13] network type. [14] brings nice
overview and introduction into problematic on either conversion the time domain
into spatial one or utilization of memory (loopbacks) in network architectures.
An example of the application of ANN approach could be [15] utilizing classical
multi-layer perceptron and FIR based network or [16] dealing with financial stock
time-series data.
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In this article we use a slightly different approach than the other studies
related to punctuation detection. Most of the previous works tend to benefit from
knowledge of lexical information (words themselves and their time boundaries)
mostly obtained from transcriptions or speech recognizer outputs. Then, even
when using prosodic information, this information is word based (e.g. F0 range,
slope within word). In contrast to this, we are trying to classify the modality of
the sentence without knowledge of words and its boundaries as it was done in [9]
and try to find out whether Czech intonation contours alone are sufficient cues.

2 Intonational Patterns

Sentence melody is language dependent. The intensity of Czech intonation varies
according to the region and is also individual, but general trends across all
these nuances are obvious. There is only a slight difference in definition of terms
”melodeme” and ”cadence” [17] in connection with intonational patterns. Ca-
dence is an abstract scheme of a melody course and is created by the sequence
of intonational changes, where the count and the direction of these changes
are given. Melodeme is a term used for the basic type of intonational course
connected with grammatical functions. In other words, melodeme is the set of
melodic schemes that are used in language in the same type of sentences. The
cadence is then used for one particular melodic scheme itself.

The cadence in a function of melodeme usually takes up only a part of an
utterance. The place in the sentence marking the beginning of the cadence is
the measure that can have sentence-type accent as the last one in the whole
sentence. From this point the cadence drives the melodic course until the end of
sentence is reached (for determining cadence). The length of the cadence is thus
variable and a melodic course is distributed in relation to the syllable count of
the cadence.

According to [17] there are three basic types of melodemes in Czech: con-
cluding descending, concluding ascending and non-concluding. Each of them has
various cadences and it is beyond the scope of this paper to go into details of
linguistic theory. But the conclusion is that the set of melodemes unfortunately
does not uniquely match the set of punctuation marks. For example, there are
two types of questions with different melodemes, but single punctuation mark
(’?’). Besides, there is one melodeme (concluding descending) standing for vari-
ous modality types. This fact makes the task of sentence modality classification
even more difficult. Also finding the beginning of the cadence could be a prob-
lematic task for speech processing.

3 Neural Networks for Temporal Processing

Artificial neural networks (ANN) are a well known tool for classification of static
patterns, but could also be a good model for dealing with the time series. From
theory ANN could be seen as non-linear statistical models. MLP networks can
be considered as a non-linear auto-regressive (AR) model and can approximate
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arbitrary function with arbitrary precision depending only on the number of
units in the hidden layer. By training the network we are trying to find the
optimal AR-model parameters.

Two basic approaches for the classification of temporal patterns are: 1) a usage
of the classical MLP feedforward network or 2) usage of special type of neural
network with ’memory’. In the first case we are dealing with a fixed number
of inputs in the input layer of the network, where no ’memory’ is available.
This means we need to map time dimension onto spatial one by putting the
whole fixed-length frame of signal onto all the inputs of MLP network. The
main issue is that time patterns vary not only in amplitude, but also in its
duration and thus we need to choose suitable frame length. In the next step
another frame (depending on the shift of frames) of signal is brought on the
inputs and the network gives a new answer with no connection to the previous
one. In the recurrent types of network, there are loopbacks creating the memory.
This architecture allows us to have only one input and bring one sample on it
in each step and get new output.

4 Training and Testing Data

Although there are many databases for the training of ASRs, not many of them
can be used for our task. Firstly, in most of the cases punctuation marks are
missing in the transcriptions in these databases. This flaw can be removed by
re-annotating the data and putting punctuation marks back in the right places.
Secondly, there is often a shortage of prosody and modality rich material in these
databases. And what is worse, if the material exists, the speakers in most cases
do not perform the prosody naturally, because of the stress when being recorded.
Special emotive databases exist too, where certain parts of it can be used, but
emotions of speaker are not the object of our study. That is why alternative data
sources were looked for.

Finally, the online library of Czech audiobooks read by leading Czech actors
was used. A compressed MP3 format of audio files did not seem to be an obstacle
as the records are very clean with studio ambient. In addition, actor’s speech
is a guarantee of intonation rich material. For first experiments presented in
this paper a basic sample of the library including unified data from 4 different
audiobooks read by 4 different actors (3 men, 1 woman) was manually annotated
to roughly include a natural ratio of punctuation marks for Czech language. The
counts of individual punctuation marks can be found in the table 1. As in the
future we plan to increase the amount of data with use of an automatic alignment
system based on available electronic versions of the books, we did not manually
mark the places where beginning of the cadence occurs. This task would even
need phonetic specialists assistance and it is very difficult to automate. That is
why intonation pattern for corresponding following punctuation mark is taken
from the beginning of the whole sentence or previous non-concluding punctuation
mark (comma). Basic intonation contour was computed directly using PRAAT
[18] cross-correlation PDA with default settings.
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Table 1. Occurences of punctuation marks in the used data set

Punctuation mark ? ! , . sum

count 31 7 65 158 261

5 Pre-processing the Intonation Patterns

Raw data pre-processing is a common first step to meet requirements of the task.
When using the neural networks for pattern classification, there is also need to
prepare the data to maximally fit the chosen network architecture.

1. Logarithmic scale conversion
Due to the fact that a human perception of pitch occurs in roughly loga-
rithmic scale, we need to convert frequency values (in Hz) into musical scale
values (semitone cents) according to equation 1, where ideally fLOW is a low
frequency border of vocal range of the speaker. This makes the signal values
relative to this threshold and deletes differences of absolute voice heights
(curves of same patterns should now look the same even for man or women
speech). This conversion also implicitly removes the DC component of into-
nation signal, but it also means we need to know what the lowest frequency
border of the vocal range of the speaker is. From training and testing data
sets this can be computed as finding minima over all of the units spoken by
the speaker. When applied online, we will gradually make the estimate of
this value more and more accurate.

Cents = 1200 log2(
f

fLOW
) (1)

2. Trimming the edges
As the annotated patterns have silent passages on the beginning and at the
end (zero-valued non-voiced frames), we need to remove these parts of the
signal for further processing (see the next step).

3. Interpolating missing values
The speech signal consists not only of voiced frames when the glottis do
pulse with certain period, but also of unvoiced frames when the glottis do not
move (unvoiced consonants). Good pitch detection algorithm can distinguish
between these two cases. This leads to situation of having zero values as a
part of the intonation curve. Such a curve does not seem to be continuous
even for very fine time resolution. Because these ”zero moments” depend on
certain word order and not on supra-segmental level of sentence, we need to
get rid of them and thus maintain that same intonation pattern with another
words in it leads to the same final continuous intonation pattern.

4. Removing micro-segmental differences of intonation
As we are following intonation as supra-segmental feature of speech, we are
not interested in intonation changes that occur on intra-syllable level. That
is why we want to erase these fine nuances and maintain only the main
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character of the curve. This can be accomplished by applying an averaging
filter on the signal. We could also achieve similar result by choosing longer
signal window and its shift in pitch detection algorithm setting.

5. Reconstructing the levels of extremes
Previous smoothing unfortunately also smoothed out the intonation ex-
tremes, changing their original pitch. Because these extremes are very impor-
tant for pattern character, we want to ’repair’ them. In current implemen-
tation only two global extremes are gained to their former values by adding
(subtracting) appropriately transformed Gaussian curves with height of dif-
ferences between original and smoothed values and with width of previously
used smoothing filter.

6. Signal down-sampling
High time resolution of time patterns leads to a need of a high number of
inputs for classical MLP or long ’memory’ for recurrent ANN. Both facts im-
ply a higher unit count in both types of network, which is then more difficult
to train with limited amount of training data. That is why down-sampling
of pattern is needed. Down-sampling is done several times according to the
type and architecture of ANN used for follow-up classification:

(a) ’Normalizing’ down-sampling - MLP type of network with temporal into
spatial domain conversion needs fixed length vector on its input. Each
pattern is thus normalized in its length to satisfy the 64 or 32 input
vector length condition.

(b) Classical down-sampling - recurrent networks do not require fixed-length
patterns, but to perform reasonably, too precise time resolution of the
series implies high count of hidden units . That is why a classical down-
sampling from 1000Hz sampling rate to 40Hz and 25Hz is done.

6 Results and Discussion

The experiments were made on the data set, where 70% of it were training data,
15% validation set and 15% test data. Trained network was then evaluated on
the whole data set. Results for intonational patterns with fixed length of 32 sam-
ples on MLP with 15 units in hidden layer can be seen from the confusion matrix
(table 2) evaluated over the whole data set. The classifier tends to prefer classes
with higher occurrence in training data set (commas) due to their statistically
higher occurrence in validation set. That is why an another experiment was done
using a limited equal distribution of the patterns in the classes (all the classes
contain 31 patterns except the exclamation mark class). Representative confu-
sion matrix for the reduced data set is in the table 3 for 32 samples per pattern
and 20 hidden units. From the results it is obvious that the MLP network is ca-
pable to give near a 50% success classification rate for classes of question marks,
commas and full stops. The impossibility of classifying exclamation marks could
be based on the fact that these intonation patterns are not stable in intonation
and that this type of modality rather lies in another prosodic feature (energy), or
the data set for this class was too small in our corpus. The last experiment was
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Table 2. MLP Confusion matrix in %,
full data set, full pattern length

Actual class →
? ! , .

Predicted class ↓
? 10 0 2 1

! 0 0 0 0

, 20 29 18 6

. 70 71 80 93

Table 3. MLP Confusion matrix in %,
reduced data set, full pattern length

Actual class →
? ! , .

Predicted class ↓
? 40 32 32 24

! 1 4 1 1

, 33 41 48 23

. 26 23 19 52

Table 4. MLP Confusion matrix in %, reduced data set, last 1200ms of pattern

Actual class →
? ! , .

Predicted class ↓
? 46 30 26 28

! 1 7 1 1

, 28 40 57 22

. 25 23 16 49

done on cut-length patterns, where only last N={1500,1200,800,500}ms were
left, then down-sampled to 32 and 64 samples for MLP input. 64-sample pat-
terns were more successfully recognized. Best results for the reduced data set
were obtained for 1200ms patterns and 10 hidden neurons (table 4).

7 Conclusion and Future Work

We discussed two approaches for the classification of sentence modality based
purely on the intonation. MLP based approach gives classification success rate
around 50% on question mark, comma and full stop classes. As expected, ques-
tions are often misclassified as statements. Results show that there is need to
think about possible improvements. This could be probably done in various ways:
larger set of training data, better pre-processing of intonation contour, different
ANN architecture (step-by-step Elman network approach) or joining another
prosodic features besides intonation alone (energy, pause duration). After get-
ting more satisfying results we would also like to include the model to the block
for online punctuation detection working next to speech recogniser.
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